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Abstract: Diabetes is a chronic disease with the potential to cause a worldwide healthcare crisis. According to 

the International Diabetes Federation, 382 million people are living with diabetes across the whole world. By 

2035, this will be doubled to 592 million. Diabetes Mellitus or simply diabetes is a disease caused due to an 

increased level of blood glucose. Various traditional methods, based on physical and chemical tests, are 

available for diagnosing diabetes. However, early prediction of diabetes is quite a challenging task for medical 

practitioners due to complex interdependence on various factors as diabetes affects human organs such as the 

kidney, eye, heart, nerves, foot, etc. Data science methods have the potential to benefit other scientific fields by 

shedding new light on common questions. Our task is to help make predictions on medical data. Machine 

Learning is an emerging scientific field in data science dealing with how machines learn from experience. This 

paper aims to develop a system that can perform early prediction of diabetes for a patient with a higher 

accuracy by combining the results of different machine learning techniques. This paper aims to predict diabetes 

via three different supervised machine-learning methods including SVM, Logistic regression, and ANN. This 

paper also aims to propose an effective technique for the earlier detection of diabetes disease. Keywords: 

Machine Learning, Supervised, SVM, ANN, Logistic Regression. This paper is made for early prediction of 

diabetes disease, by the prediction we can take some precautions for maintaining the diabetes disease.  
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1. Introduction:  
The submitted manuscript should be prepared strictly according to the guidelines presented in this 

paper. Nowadays people try to lead a luxurious life. Due to this luxurious life, many people are 

skipping either breakfast, lunch, or dinner, due to hungriness, in the body increases of glucose level 

and that’s why diabetes disease is increasing. The goal of diabetes management is to keep blood 

glucose levels as close to normal as safely possible. Since diabetes may greatly increase the risk for 

heart disease and peripheral artery disease, measures to control blood pressure and cholesterol 

levels are an essential part of diabetes treatment as well.  

The main scope of our paper is to create a basic predicting system to predict diabetes of patients 

by the features of pregnancies, glucose, blood pressure, skin thickness, insulin, body mass 

index(BMI), diabetes pedigree function, and age. By implementing the predictive system the 

following profit is getting: 

 

o Protect the patients from different diseases.  
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o Protect from eye blindness.  

o Prevent from kidneys and other organs affects.  

o Manage the levels of diabetes.  

 

2. Literature Survey 
 

For the paper, we have used a support vector machine classifier to perform the prediction of 

diabetes disease, and the same classifier has been used in the following areas:  

Support vector machines are used in many tasks when it comes to dealing with images. SVMs are 

particularly used in one definite application of image processing facial features extraction and 

recognition. While working with facial features, we need algorithms that can properly classify 

different features based on very fine-tuned feature extractions. Facial expressions are one of the 

most versatile features while working with image processing. Like your face can be way different 

from the face of someone else. But still, the algorithm should be able to classify and acknowledge 

the facial expressions given by both of you. Even though the model is trained on just your face or 

the other person’s.  

Image classification is one of classical problems of concerns in image processing. The goal of 

image processing. The goal of image classification is to predict the categories of the input image 

using its features. There are various approaches for solving this problem such as k nearest neighbor 

(K-NN), Adaptive boost (Adaboosted), Artificial Neural Network (ANN), Support Vector 

machine (SVM). The k-NN classifier, a conventional non- parametric, calculates the distance 

between the feature vector of the input image (unknown class image) and the feature vector of 

training image dataset. Then, it assigns the input image to the class among its k-NN, where k is an 

integer [1].  

SVM is one of the best-known methods in pattern classification and image classification. It is 

designed to separate of a set of training images two different classes,  

(x1, y1), (x2, y2), ..., (xn, yn) where x, in R^d, d-dimensional feature space, and y, in {-1,+1}, the 

class label, with i=1..n [1]. SVM builds the optimal separating hyper planes based on a kernel 

function (K). All images, of which feature vector lies on one side of the hyper plane, are belong to 

class -1 and the others are belong to class +1.  

Besides there are some integrated multi techniques model for classifying such as Multi Artificial 

Neural Network (MANN) applying for facial expression classification and multi classifier scheme 

applying for adult image classifications.  

SVMs work amazingly well because of their ability to create the largest margin possible while 

dividing different points on the feature maps. The basic algorithm hence can work perfectly when 

it comes to fitting the model data which is based on the finely accumulated facial features, like 

expressions.  
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One of the fields which has the most uncleaned data is the geoscience field. Geospatial data is one 

of the noisiest data out there. SVMs still work pretty well, especially when the dataset size is not 

so high. The most problematic set of geospatial analysis problems is inversion problems. For 

example, the geo-sounding problem. The thing about geospatial data is that not only that the data 

is noisy, but it is very delicate too. Because of this, the sample points are very close to each other. 

If we need to classify those samples properly and train a model which is not going to overfit, then 

we need to use support vector machines.  

The thing about geospatial data is that not only that the data is noisy, but it is very delicate too. 

Because of this, the sample points are very close to each other. If we need to classify those sample 

properly and train a model which is not going to overfit, then you need to use support vector 

machines.  

In general, there are three fundamental tasks of statistical learning from data: classification, 

regression, and probability density modelling. Another two basic problems are of great 

importance: monitoring networks design/redesign and assimilation/integration of data and science-

based models, e.g., physical pollution diffusion models, meteorological models, etc.  

Usually learning machines are universal tools, i.e., in principle, they can model any mapping 

(either categorical or continuous data) with any desired precision. The problem is how to select 

good structure of the machine (for example, multilayer perceptron) and how to tune its parameters. 

In machine learning there are several approaches for hyperparameter tuning, e.g. splitting of data, 

cross-validations, etc. For geospatial data geostatistical tools, for example, variography is a 

valuable tool to control the quality of machine learning procedures and parameters tuning 

[Kanevski and Maignan 2004].  

The generic methodology of spatial data analysis and modelling is presented in Figure 1. As 

usually, exploratory spatial data analysis (ESDA) is a first step of the study. Quantitative analysis 

of monitoring networks using topological, statistical and fractal measures helps to describe data 

representativity, to remove biases in modelling distributions and to select de-clustering procedures 

[Kanevski and Maignan 2004].  

The variography (well-known geostatistical tool to analyse and to model anisotropic spatial 

correlations) is proposed to be used both at the phase of exploratory spatial data analysis and at 

the evaluation of the results. Despite of a variogram is a linear two-point statistics, like auto-

covariance function for time series, it characterises the presence of spatial structures, anisotropy 

and scales [Chiles and Delfiner 1999; Cressie 1993]. Variogram analysis of the residuals, in 

addition to the traditional statistical analysis, is an important step in understanding the quality of 

modelling results: variograms of the residuals should demonstrate pure nugget effect (i.e. no spatial 

structures) on training and validation data sets. Variography can be used as an independent tool 

during tuning of machine learning hyper-parameters. In this case the cost function can be modified 

taking into account the difference.  
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We can use support vector machines to classify the handwriting of two different people. SVMs 

train better when it comes to applications such as detection of the curves and straights used in 

typical handwriting. SVMs can also be used in pure computer-based texts. For example, a typical 

text-based classification task is the email spam classifier. In that, we need to classify an email that 

is spam from the email which is not a spam. It is one of the most used applications in the email 

delivery systems provided by platforms like Gmail. SVMs can correctly classify the spams from 

the pool of emails. Some of the SVMs trained on structured data achieve as high as 97 percent 

accuracy for this application.  

When it comes to text-based applications, we are talking about language. Another part of the 

language exchange is speech-based applications. Audio-based analysis is also a field in which 

SVMs offer a solution. We can use many audio-based pre-processing functions and then use the 

SVMs for classification or just simple speech recognition. Both of these applications are quite 

useful and widely used.  

Text categorization is the task of automatically sorting text documents into a set of predefined 

classes. Text categorization algorithms usually represent documents as bags of words and 

consequently have to deal with huge numbers of features. Semantic Analysis will be used for 

feature extraction, eliminating the text representation errors caused by synonyms and polysemes, 

and reducing the dimension of text vector.  

A text classifier for ci is automatically generated by a general inductive process (the learner) which, 

by observing the characteristics of a set of documents pre-classified under ci or ˉci, gleans the 

characteristics that a new unseen document should have in order to belong to ci. In order to build 

classifiers for C, one thus needs a set Ω of documents such that the value of Φ (dj, ci) is known for 

every (dj, ci) ∈Ω × C.  

Training efficiency (i.e., average time required to build a classifier ˆΦi from a given corpus Ω), as 

well as classification efficiency (i.e., average time required to classify a document by means of 

ˆΦi), and effectiveness (i.e., average correctness of ̂ Φi’s classification behaviour) are all legitimate 

measures of success for a learner.  

SVM is an effective technique for classifying high-dimensional data. Unlike the nearest neighbour 

classifier, SVM learns the optimal hyper plane that separates training examples from different 

classes by maximizing the classification margin. It is also applicable to data sets with nonlinear 

decision surfaces by employing a technique known as the kernel trick, which papers the input data 

to a higher dimensional feature space, where a linear separating hyperplane can be found. SVM 

avoids the costly similarity computation in high-dimensional feature space by using a surrogate 

kernel function. It is known that support vector machines (SVM) are capable of effectively 

processing feature vectors of some 10 000 dimensions, given that these are sparse. Several authors 

have shown, that support vector machines provide a fast and effective means for learning text 

classifiers from examples. Documents of a given topic could be identified with high accuracy  
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Well, this may surprise you but there are many applications where SVMs are used for basic 

encryption as well as complex analysis of different materials to see and even break the encryptions 

and other security measures. SVMs can also be used to detect the encryption schemas uploaded to 

the images, to hide them. Yes, images are used to hide the encryption patterns in secretive 

transmissions. When the resolution of images goes higher, the more difficult it becomes to detect 

those patterns and crack the schema. The SVMs are hence useful when it comes to analyzing and 

getting the small and astutely observed changes and modifications in the images. This is how 

SVMs are used in security-based applications. This field is still under heavy research to get even 

more power from the SVMs.  

When it comes to the medical sector, AI has always tried to give a solution. The first use of SVMs 

in the medical field was based on cancer recognition, which was an image-based application. But 

the algorithm took its flight in the field when it was first used in the protein analysis tasks. We all 

know that human-based proteins are very delicate structures and are prone to too much noise as 

well as errors while using the algorithms for recognition. Another field there is the remote 

homology which uses SVMs to the fullest. This is where the analysis is dependent on how the 

protein sequences are modelled.  

Of course, the use of SVMs does spread over to the detection of various diseases, based on either 

image data or text data (value-based). But as they were discussed earlier, we are not going to repeat 

the same here again. However, it is important to mention that they are widely used in many fine 

crafted classification applications, necessary for the medical sector. 

3. Implementation  
 
Our analysis will use the PIMA Diabetes Dataset available on the dropbox site 

(https://www.dropbox.com/s/uh7o7uyeghqkhoy/diabetes.csv?dl=0). We obtained the diabetes 

disease outcomes of female patients to model to predict whether the patients are diabetes or non-

diabetic. This dataset contains a total of 9 features or attributes or variables, which were recorded 

for 768 observations. This data will allow us to create different regression model to determine how 

different independent variables help to predict our dependent variable, quality. These 9 features of 

768 patients help to predict whether the individual person is diabetic or non-diabetic.  

Data Preparation:  

Our first step was to clean and prepare the data for analysis. We went through different steps of 

data cleaning. First, we checked the data types focusing on numerical and categorical to simplify 

the correlation’s computation and visualization. Second, we tried to identify any missing values 

existing in our data set. Last, we researched each column/feature’s statistical summary to detect 

any problems like outliers and abnormal distributions. 
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Discussion and Analysis 

 

Figure 1: Parameters used for diabetics detection 

 

 

Figure 2: Analysis of data 
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Figure 3: Output after Regression 
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Accuracy 

 

 

Figure 4: Accuracy after the logistic regression 
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Figure 5: Accuracy comparisons 

 

4. Conclusion  
After using all these patient records of female, we are able to build a machine learning model to 

accurately predict whether or not the patients in the dataset have diabetes or not along with that 

we were able to draw some insights from the data via data analysis and visualization. By early 

prediction, we can:  

● Protect the patients from different diseases.  

● Protect from eye blindness.  

● Prevent from kidney and other body organs affects.  

● Manage the levels of diabetes  
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